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EcoLife: Executive Summary

Particle Swarm Optimization
ü Introducing a new problem space: Carbon 

footprint of serverless computing model.

ü Key Idea of EcoLife: Exploit a mix of old 
and new hardware to reduce the carbon 
footprint but also, achieve high performance.

ü Novel Particle Swarm Optimization 
(PSO) based optimizer to achieve near-
Oracle results.



Serverless Computing Model Becoming 
Increasingly Popular for HPC Workflows

HPDC ’20 SC ’22

SoCC ’20 PPoPP ’22



Serverless Providers Keep Functions in Memory to 
Avoid Cold Start Overhead 
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Computing Carbon Footprint  
An Emerging Challenge

Microsoft Sustainability Report ’24

Meta Carbon Spotlight ’24
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What about carbon footprint of serverless computing? 

Carbon footprint is the dark secret of serverless computing. 
Currently, no carbon-aware solution for serverless workloads 

and systems!



Unique and Hidden Carbon Footprint 
of Serverless Computing 

Serverless functions generate a significant carbon footprint during their 
keep-alive period — which is unique compared to the traditional non-
serverless computing model. Longer keep-alive period leads to higher 

performance due to higher likelihood of warm starts.



Opportunity Embodied vs. Operational Carbon Trade-Off 

Old Hardware   
Slow performance, high operational carbon, but low embodied carbon

New Hardware    
Fast performance, low operational carbon, but high embodied carbon
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Using old hardware allows us to afford 
longer keep-alive period with lower 

embodied carbon. Longer keep-alive, in 
turn, increases the chances of warm 

start (potentially, higher performance).

EcoLife’s Old Hardware Use Enables New Opportunities 
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The use of relatively older-generation hardware, which inherently has a 
lower embodied carbon footprint, opens the opportunity to lower the 

carbon footprint while achieving high performance.

Carbon Opportunity of Multi-Generation Hardware Mix



A longer keep-alive period on older-generation hardware can potentially 
reduce both service time and carbon footprint, but exploiting this 

opportunity depends on function characteristics and carbon intensity.

Exploiting Old and New Hardware Mix is Challenging 



Co-optimization of service time and carbon footprint has 
significant potential, but is extremely challenging.

Exploiting Old and New Hardware Mix is Challenging 



EcoLife Objectives and Key Ideas

ob
je

ct
iv

es

The goal of EcoLife is to determine the most suitable location
(older-generation hardware or newer-generation hardware) 

and keep-alive periods for serverless functions.



How to Optimize for EcoLife Objectives?

EcoLife uses Particle Swarm Optimization (PSO) to determine the keep-alive time of 
functions. 

Updated Velocity

Updated Position Previous Position

Previous Velocity
Personal Best 
Position

Global Best Position
Inertia Weight

Social CoefficientCognitive Coefficient

https://esa.github.io/pagmo2/docs/cpp/algorithms/pso.html



Dynamically adjust these weights based on the changes in carbon intensity and 
function invocation.

Absolute Changes of 
Carbon Intensity

Absolute Changes of 
Function Invocations

Perception-Response 
Mechanism: EcoLife detects 
variations and divides the 
particle swarm into two halves. 

Key Idea I: EcoLife’s Dynamic PSO



EcoLife adopts a priority eviction mechanism to sort functions already 
kept alive in the warm pool as well as those about to be kept alive to 

find the best arrangement.

Key Idea II: EcoLife’s Warm Pool Adjustment



EcoLife Optimization Workflow 
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EcoLife provides close to Oracle 
savings in both carbon footprint 

and service time.

EcoLife is Effective at Reducing 
Both Carbon Footprint and Service Time

EcoLife outperforms single-
generation only solutions.

EcoLife stays close to the Oracle 
for different types of functions.



Dynamic PSO (DPSO) improves the 
effectiveness of EcoLife, especially in 

the terms of carbon footprint.

Warm Pool Adjustment strategy
increases the hardware utilization, 
reducing service time and carbon 

footprint.

Novel PSO Extensions of EcoLife are Key to its Efficacy



EcoLife can be applied to single-
generation hardware as well.

EcoLife is Robust under Different Operating Scenarios

EcoLife is effective and close to 
Oracle across different multi-
generation hardware pairs.

EcoLife is effective and close to 
Oracle across different geographical 

regions.



ü EcoLife is the first scheduler that reduces the carbon 
footprint of serverless functions.

ü EcoLife introduces novel key ideas to effectively 
leverage Particle Swarm Optimization (PSO) in the 
context of serverless scheduling and sustainability.

ü EcoLife is consistently within 7.7% and 5.5% points 
from Oracle in terms of service time and carbon 
footprint.

Summary of Key Contributions

Contact
Yankai Jiang

jiang.yank@northeastern.edu



Bonus Slides

Contact
Yankai Jiang

jiang.yank@northeastern.edu



Keep Function Alive

Time

CPU

Cold Start
Function 
Execution

Energy during Keep-alive

Real-time Carbon Intensity

Energy during Service (include Cold Start)

Service Time (include Cold Start)

# of CPU Cores

CPU Lifetime

Total Embodied Carbon of 
CPU

Keep-alive Period

Carbon Footprint for Serverless Computing



Keep Function Alive
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Why does EcoLife Use PSO?

● PSO can rapidly converge to global optima due to its exploration-exploitation 
balance. (Low decision-making overhead)

● PSO can continuously adapt to changing conditions and provide near-optimal 
solutions in dynamic environments, which is needed in a serverless context.

● PSO can reduce the carbon footprint by 17.4% and service time by 7.2%, 
compared to Genetic Algorithm.

● PSO can have 6.2% reduction in carbon footprint and a 13.46% decrease in service 
time compared to the Simulated Annealing Algorithm.


