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Reducing Carbon Emission Is of Critical Importance

CO2 in the atmosphere



Why Targeting Large Language Models

The next frontier of 
Datacenter workloads

Significant 
Carbon 
Emission

Deep Model

• Billions to trillions of 
parameters

Heavy Computation

• Attention calculation 
between token pairs

• autoregressive 
generation pattern

Challenges to 
Environments

Carbon 
Footprint



Auto-Regressive Generation Dictates the LLM 
Inference Carbon Footprint

Text tokens are 
generated iteratively

- The KV cache stores intermediate context 
tensors of previously generated tokens
- Allowing LLMs to efficiently generate 
significantly more tokens than input prompt

Inference carbon is dictated 
by generated tokens

Instead of using smaller models with 
compromised context learning 
capabilities, can we let a larger model 
generate fewer tokens?



Applying generation 
directives to user prompts

Using Generation Directives to Guide LLM 
Token Generation

With less token generation, the LLM can still 
answer the user question correctly

Using generation directives, larger models can 
even save more carbon than smaller models 
while maintaining high generation quality



Complex Interactions between Carbon and 

Content Quality

Carbon and quality sensitivity to generation directive varies across tasks

Directives may decrease accuracy in complex, multi-step reasoning tasks while enhancing 
accuracy when responses are directly inferable from the prompt or learned context.

Three sets of tasks
- Science knowledge 

(biology/physics/chemistry)
- Massive multitask language 

understanding (MMLU)
- Trivia questions

Important to collect generation quality feedback and adjust based on carbon & quality.



Sprout System Overview

Configure the generation directive selection according to 
carbon intensity and generation quality feedback

Quality feedback 
collection

Generation directive 
selection

Minimize inference carbon footprint while 
guaranteeing generation quality



Sprout Design Details

Objective: minimize expected 
carbon

Carbon footprint of an inference 
request

Constraints: quality

Other 
constraints

Probability of 

selecting each 
directive level

Linear 
Programming!

Urgency-adjusted 
carbon-aware offline 

quality evaluation

𝐶𝑂2
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

of 

auto-eval LLM

Generation directive 
selection

Quality feedback 
collection



Sprout significantly reduces carbon emission while 

guaranteeing generation quality

The selection of generation directive 
levels responds to carbon intensity 

and user task shifts

Saves carbon emission by up to 
60% with guarantee on auto-

evaluator’s generation preference



Sprout is the first carbon-aware LLM inference 
system. 

Sprout actively configures the generation directives to 
achieve a balance between carbon emission and 
generation quality under varying carbon intensity. 

Sprout highlights ML efficiency from a carbon 
perspective, directly relating LLM operation to 
environmental impact.
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Sprout Summary of Key Contributions
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