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Surge of LLM-Powered Applications



Serving LLMs is Challenging and Rapidly Evolving

We conduct a comprehensive 
survey of latest LLM serving 
advances in this paper!



Why LLM Inference?

Most popular DNN 
architecture

Transformer architecture Auto-regressive inference

Many new system 
challenges arise



Overview of this Survey

• KV cache and memory management

• Scheduling and computation

• Cloud deployment of LLMs

• Emerging research fields

Many of the research have been integrated into industry-level LLM 
serving solutions. 

We selectively introduce some works in the above areas next.



KV Cache Management

Virtual KV Cache

Manages KV cache in non-
contiguous memory blocks 
that reduces memory 
fragmentation

Long-Context

Maintains entire KV cache 
in CPU but only bring a few 
critical KV caches into GPU 
to compute attention

KV Cache 

Compression

Aggregates memory and 
computation from 
GPU/CPU/disk with 4-bit 
KV cache compression

SOSP’23 OSDI’24 ICML’23



Computation Scheduling

Request Batching

Batching chunked prefill 
requests with decode 
requests to achieve better 
throughput

Disaggregated 

Inference

Disaggregate prefill and 
decode into different 
inference servers to 
separately optimize for 
TTFT and TPOT

Parallelism 

Optimization

Finds an optimal execution 
configuration (batch sizes, 
tensor parallelism) under 
latency constraint

OSDI’24 OSDI’24 ASPLOS’24



LLMs in the Cloud

Spot Instance

Using spot instance to 
serve LLMs, minimizes 
migration cost and 
resumes at token level

Serverless

Provides fast inference 
server loading and locality-
aware server allocation 
strategy to minimize cold 
start time

Power Efficiency

Dynamically applies GPU 
frequency locking and 
power capping to LLM 
inference

ASPLOS’24 OSDI’24 ASPLOS’24



Emerging Research Areas

RAG

Cache the intermediate 
states of the retrieval as a 
knowledge tree and share 
across queries

MoE

Allocates resources based 
on expert popularity, 
optimizes all-to-all 
communication

Sustainability

Guides the auto-regressive 
generation to achieve 
environmental 
sustainability

Arxiv’24 ATC’23 EMNLP’24



This work is the the latest literature survey focusing 
on LLM inference systems.

We focus solely on system-level performance and 
efficiency, without alternating the model architecture 
or retraining.

We hope this survey serves as a valuable resource 
for LLM system practitioners to stay updated on this 
rapidly evolving field.
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