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* sourced from https://www.datadoghq.com/state-of-serverless/

More than 70% of users of production cloud
platforms like AWS, using one or more serverless 

solutions

The energy demand, and the carbon 
footprint of datacenters is projected to 

grow at a rapid rate

Why are we interested in this problem?

* sourced from https://www.nature.com/articles/d41586-018-06610-y



Why is carbon accounting for serverless challenging?
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Sharing resources among 
functions during execution and 

keep-alive make carbon 
accounting challenging



Accounting for serverless carbon footprint is challenging and 
methodologically error-prone because of the unique keep-alive 

period aspects of serverless functions



Keep-alive carbon has operational and embodied 
components

DRAM’s embodied carbon has a significant environmental impact. This assumes that only one 
function is running/ kept alive in a server.
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Keeping functions alive on harvested memory improves 
performance and should be included in carbon calculation

But CPU cores should remain reserved during keep-alive so that functions can run when invoked. 
Where is their carbon?
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Reservation of CPU cores during keep-alive period 
consumes embodied carbon

The cores still consume idle power even when they are not actively executing functions during 
the keep-alive period
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Keep-alive carbon should include the operational and 
embodied carbon of DRAM and CPU

Since CPU cores are indirectly consumed, their carbon  accounting is harder than DRAM due to 
varying implicit reservations across providers

Operational
DRAM

Embodied 
DRAM

Embodied 
CPU

Operational
CPU

Idle power factor

Choice D



Functions lack fixed hardware, making it harder to estimate 
carbon impact across diverse systems

The short runtime and 
low resource needs of 
serverless functions 

make them ideal for co-
location, but this 

complicates accurate 
carbon accounting, 

requiring precise energy 
measurement
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What are the implications of different methodological
choices and scheduling on the serverless carbon footprint?
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Keep-alive outweigh execution in carbon due to brief 
executions and extended keep-alive periods

Carbon estimation varies with methodology; ignoring DRAM embodied carbon and CPU keep-
alive underestimates serverless carbon footprints

Choice A: DRAM embodied and operational 
for keep-alive carbon

Choice B: DRAM embodied and operational 
for keep-alive carbon, divided among 
co-located functions

Choice C: DRAM embodied and operational 
for keep-alive carbon, CPU embodied
 for keep-alive

Choice D: DRAM embodied and operational 
for keep-alive carbon, CPU embodied and 
operational  for keep-alive



Scheduling in heterogeneous hardware can bring 
opportunity to reduce the carbon footprint

Carbon-optimal hardware varies by function and often differs from energy-optimal,
 shorter keep-alive durations suit newer hardware to reduce embodied carbon impact.



Performance and carbon footprint are at odds with
 respect to the keep-alive time of functions

Place high keep-alive functions on older hardware and high-energy functions on newer hardware



Carbon footprint varies across different datacenter 
Locations due to variations in carbon intensity

Use older hardware with lower embodied carbon for keep-alive in low-carbon regions, and 
energy-efficient hardware for execution in high-carbon regions
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Recommendations for 
providers to perform 
carbon aware scheduling

Future research should 
consider optimizing for 
both performance and 

sustainability, ensuring cross-
platform consistency

Insights on serverless 
carbon variation with 
application and hardware 
types

Carbon footprint accounting methodologies should 
be standardized in serverless computing

Methodologies to 
measure carbon in 
the cloud 


